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TECHNICAL EXPOSURE & EXPERTISE:
· Over 9+ Years of experience in design, development, and Implementation of Big data applications using Hadoop ecosystem frameworks and tools like HDFS, MapReduce, Yarn, Pig, Hive, Sqoop, Spark, Scala, Storm HBase, Kafka, Flume, Nifi, Impala, Oozie, Zookeeper, Airflow, etc.
· Expertise in developing Scala and Java applications and good working knowledge of working with Python.
· Good Expertise in ingesting, processing, exporting, analyzing Terabytes of structured and unstructured data on Hadoop clusters in Healthcare, Insurance, and Technology domains.
· Experience in working with various SDLC methodologies like Waterfall, Agile Scrum, and TDD for developing and delivering applications.
· Experience in gathering requirements, analyzing requirements, providing estimates, implementation, and peer code reviews.
· In-depth knowledge of Hadoop Architecture and working with Hadoop components such as HDFS, JobTracker, TaskTracker, NameNode, DataNode, and MapReduce concepts.
· Demonstrated experience in delivering data and analytic solutions leveraging AWS, Azure or similar cloud data lake.
· Experience in building data pipelines using Azure Data Factory, Azure Databricks, and loading data to Azure Data Lake, Azure SQL Database, Azure SQL Data Warehouse to control and grant database access. Worked with Azure services like HDInsight, Event Hubs, Stream Analytics, Active Directory, Blob Storage, Cosmos DB.
· Data Streaming from various sources like cloud (AWS, Azure) and on - premises by using the tools Spark.
· Hands on experience with AWS (Amazon Web Services), Elastic Map Reduce (EMR), Storage S3, EC2 instances and Data Warehousing.
· Expertise in developing and tuning Spark applications using various optimizations techniques for executor tuning, memory management, garbage collection, Serialization assuring the optimal performance of applications by following best practices in the industry.
· Worked with various file formats such as CSV, JSON, XML, ORC, Avro, and Parquet file formats.
· Worked with various compression techniques like BZIP, GZIP, Snappy, and LZO.
· [bookmark: _30j0zll]Expertise in writing DDLs and DMLs scripts in SQL and HQL for analytics applications in RDBMS and Hive.
· Expertise in working with Hive optimization techniques like Partitioning, Bucketing, vectorizations and Map side-joins, Bucket-Map Join, skew joins, and creating Indexes.
· Developed, deployed, and supported several MapReduce applications in Java to handle different types of data.
· Expertise in developing streaming applications in Scala using Kafka and Spark Structured Streaming. 
· Experience in importing and exporting data from HDFS to RDBMS systems like Teradata (Sales Data Warehouse), SQL-Server, and Non-Relational Systems like HBase using Sqoop by efficient column mappings and maintaining the uniformity.
· Experience in working with Flume and NiFi for loading log files into Hadoop.
· Experience in working with NoSQL databases like HBase and Cassandra.
· Installed and Managed CI stack: Docker, Bitbucket, SonarQube, Kubernetes, JIRA and Confluence for end-to-end CI-CD setup.
· Worked with Container Orchestration Platforms like Docker, Kubernetes using helm chart’s
· Experienced in creating shell scripts to push data loads from various sources from the edge nodes onto the HDFS.
· Good Experience in implementing and orchestrating data pipelines using Oozie and Airflow.
· Good Working Knowledge on working with AWS cloud services like EMR, S3,Redshift, EMR cloud watch , for big data development.
· Experience in working with various build and automation like Maven, SBT, GIT, SVN, Jenkins.
· Experience in understanding of the Specifications for Data Warehouse ETL Process and interacting with the designers and the end users for informational requirements.
· Worked with Cloudera and Hortonworks distributions.
· Experienced in performing code reviews, involved closely in smoke testing sessions, retrospective sessions.
· Experienced in Microsoft Business Intelligence tools, developing SSIS (Integration Service), SSAS (Analysis Service) and SSRS (Reporting Service), building Key Performance Indicators, and OLAP cubes.
· Have good exposure with the star, snowflake schema, data modelling and work with different data warehouse projects.
· Good exposure to Python programming and Used Azure AD, Sentry, and Ranger for maintaining security.
· Strong experience in the design and development of relational database concepts with multiple RDBMS databases including Oracle10g, MySQL, MS SQL Server & PL/SQL.
· Ability to work on Reporting Tools using PowerBI and Tableau
· Trouble-shooting production incidents requiring detailed analysis of issues on web and desktop applications, Autosys batch jobs, and databases.
· Strong troubleshooting and production support skills and interaction abilities with end users.
· I have closely worked with technical teams, business teams, and product owners.
· Strong analytical and problem-solving skills and the ability to follow through with projects from inception to completion.
· Ability to work effectively in cross-functional team environments, excellent communication, and interpersonal skills.

TECHNICAL SKILLS:
	Tools and Technologies:

	Hadoop/Big Data Technologies
	HDFS, Apache NIFI, Map Reduce, Sqoop, Flume, Pig, Hive, Oozie, Impala, Zookeeper, Ambari, Storm, Spark and Kafka

	No SQL Database
	HBase, Cassandra, MongoDB

	Monitoring and Reporting
	Tableau, Custom Shell Scripts

	Hadoop Distribution
	Horton Works, Cloudera, MapR

	Build and Deployment Tools
	Maven, Sbt, Git, SVN, Jenkins, Kubernetes

	Programming and Scripting
	Scala, Java, SQL, JavaScript, Shell Scripting, Python, Scala, Pig Latin, HiveQL

	Databases
	Oracle, MY SQL, MS SQL Server, Vertica, Teradata, Azure Datawarehouse

	Analytics Tools
	Tableau, Microsoft SSIS, SSAS and SSRS

	Web Dev. Technologies
	HTML, XML, JSON, CSS, JQUERY, JavaScript

	IDE Dev. Tools
	Eclipse 3.5, Net Beans, My Eclipse, Oracle, JDeveloper 10.1.3, Ant, Maven, RAD

	Operating Systems
	Linux, Unix, Windows 8, Windows 7, Windows Server 2008/2003

	AWS Services
	EC2, EMR, S3, Redshift, EMR, Lambda, Glue, Data Pipeline, Athena

	Network protocols
	TCP/IP, UDP, HTTP, DNS, DHCP

	Reporting Tools
	Power BI, Tableau

	Cloud Platforms (AWS/Azure)
	Microsoft Azure - Databricks, Data Lake, Blob Storage, Azure Data Factory, SQL Database, SQL Data Warehouse, Cosmos DB, Active Directory
Amazon AWS - EMR, EC2, EBS, RDS, S3, Athena, Glue, Elasticsearch, Lambda, SQS, DynamoDB, Redshift, Kinesis



PROFESSIONAL EXPERIENCE:
Evernorth(Cigna) Health, CT									            Feb’24 – Till Date
Role: Sr Data Engineer
Responsibilities:
· Developed Spark scripts in Python and Scala based on requirements for processing large datasets on AWS EMR.  
· Created Spark applications using Python APIs to load and transform data into Snowflake.  
· Handled huge datasets with Spark's in-memory capabilities, partitioning strategies, broadcast variables, effective joins, transformations, and other optimization techniques to streamline data ingestion.  
· Utilized Python and Scala scripts for Spark transformations to process data efficiently in AWS EMR.  
· Extracted, transformed, and loaded data from diverse source systems into Snowflake using AWS Glue, Spark SQL, and Snowflake connectors.  
· Set up and configured AWS Glue jobs to manage ETL processes, including reading data from S3 and writing data into Snowflake.  
· Leveraged AWS S3 for staging and intermediate storage, enabling scalable and efficient data transfer and processing.  
· Developed complex ETL pipelines using PySpark and Snowflake for data transformation and ingestion workflows.  
· Utilized Spark-SQL for efficient data processing, query optimization, and converting SQL logic into Spark-based solutions.  
· Worked on query optimization and performance tuning in Snowflake, leveraging features such as data sharing, time travel, and clustering for advanced analytics.  
· Created and managed Snowflake tables and data ingestion pipelines, ensuring data integrity and scalability.  
· Interacted with client teams to gather deployment requirements and ensured solutions were aligned with business objectives.  
· Collaborated with data scientists and analysts to deliver curated datasets and insights, enabling data-driven decision-making.  
· Proficient in SQL, Python, and scripting languages like PowerShell to automate and streamline processes.
· Designed and orchestrated workflows using Apache Airflow, enabling the automation of ETL pipelines for data ingestion, transformation, and loading into Snowflake.
· Managed task dependencies, retries, and execution timelines within Airflow to ensure reliable and efficient workflows
Environment: Snowflake, AWS, AWS S3, AWS EMR, Scala, Python, PostgreSQL, Pandas, NumPy, Spark2.4, Airflow, Databricks.

United Health Care(Optum), MN								             Sep’23 – Jan’24
Role: Sr. Data Engineer 
Responsibilities:
· Developed Spark scripts in Python and created Spark apps to insert data into Hive and Azure SQL.
· Designed and implemented scalable data pipelines using Python and PySpark, leveraging Azure Databricks and Azure Data Factory (ADF) for large-scale distributed processing.
· Automated ETL workflows using Python, PySpark, and Terraform for infrastructure as code (IaC) to provision and manage Azure resources (Data Lake, Storage, Databricks clusters), ensuring consistent and repeatable deployments.
· Integrated GitLab CI/CD pipelines to version-control data engineering code, enforce code reviews, and enable automated build, test, and deployment of ADF and Databricks jobs.
· Implemented advanced Spark optimization techniques (partitions, broadcast joins, caching) to handle multi-terabyte datasets efficiently.
· Designed robust data validation and quality frameworks with PySpark, improving data reliability across analytical models.
· Built Snowflake data models and wrote optimized SnowSQL for transformation, aggregation, and event-based triggers, improving query performance by 40%.
· Worked closely with business stakeholders and data scientists to ensure timely and accurate delivery of analytical datasets.
Environment: Python, PySpark, Spark SQL, Hive, Azure Data Factory, Azure Databricks, Azure Data Lake, Snowflake, Terraform, GitLab, ETL, Data Warehouse, PowerShell.

Apollo Global Management, NY							          Duration: Apr’23 – Aug’23
Role: Sr Data Engineer									          
Description:
Apollo Global Management, Inc. is an American private equity firm. It provides investment management and invests in credit, private equity, and real assets. The company invests money on pension funds, financial endowments, and sovereign wealth funds, as well as other institutional and individual investors. Funds managed by Apollo have produced a 24% internal rate of return (IRR) to investors, net of fees.
Responsibilities:
· Designed and orchestrated complex ETL pipelines using Azure Data Factory (ADF) and terraform to provision and maintain Azure Data Lake, Blob Storage, and Databricks infrastructure.
· Built automated CI/CD workflows in GitLab to streamline ADF and Databricks deployments, enabling continuous integration and reducing manual release effort by 50%.
· Tuned and optimized PySpark jobs on Azure Databricks for high-performance distributed processing, achieving a 40% reduction in execution time and resource usage.
· Developed and optimized Snowflake data models and queries, resulting in a 25% improvement in query efficiency for downstream BI reporting.
· Integrated data from multiple sources (SQL, cloud storage, REST APIs) using Python and PySpark to deliver reliable, analytics-ready datasets.
· Implemented logging, alerting, and performance monitoring to ensure robust data workflows, with proactive incident response through ServiceNow and JIRA.
· Produced detailed technical documentation for ADF workflows and Terraform modules, enabling seamless knowledge transfer.
Environment: Python, PySpark, Azure Data Factory, Azure Databricks, Azure Data Lake, Snowflake, HDFS, SQL, Terraform, GitLab, ServiceNow, JIRA.

Capital One, Chicago, IL 										May’22-Apr’23
Role: Sr Data Engineer										             
Project Details: Partner File Delivery (PFD) from Cards Technology is responsible for delivering/receiving the files for
different partners on a daily basis, producing the rewards, accounts and the statements to the customers.
Responsibilities:
· Gather business requirements from clients and convert them to the technical specifications and generate partner deliverable reports. 
· Leveraging Big Data infrastructure for batch processing and responsible for building scalable data solutions using Spark.
· Extract source feeds from AWS S3(One lake) location to read/modify/edit/update the PARQUET/CSV/Fixed Length data using Spark/SPARK-SQL and store it in HDFS or One Lake locations.
· As a functional process, performed joins, aggregations, filters, and other transformations on the datasets using SPARK. Experience in handling appropriate features from Datasets in order to handle bad, null, zero, partial records in Spark-SQL.
· Built ETL generic process, perform tasks like onboarding data, data transformer, Turing, Encryption and writing to s3.
· Developed Python application to run on AWS EMR for quality check and perform tokenization prior to loading the business data to Capital One centralized AWS S3 buckets.
· Experience in developing and scheduling the Spark applications in data bricks using PySpark and Scala for data extraction, transformation and aggregation. 
· Performed data analytics using PySpark and Scala on Databricks platform.
· Using AWS EMR to implement the production workflows by executing Turing, Encryption/Decryption prior to loading the data onto the business workflow to Capital one centralized AWS S3 buckets data using python scripts.
· Created Airflow operators for creating/running of the generic process through DAGs using python scripts.
· Expertise in Devops activities that includes not only building and testing automated CI/CD pipelines releases via One Pipeline but also being involved in AWS Data Sync activities twice a year at an enterprise level within COF.
· Built, configured, and maintained Apache Airflow for workflow management and created workflows in python.
· Supporting the production workflows that deliver the financial reports and business data to partners on a daily basis and actively resolving the production issues on live.
· Established role-based access control and data masking within Snowflake to maintain data security and ensure compliance with organizational data governance policies.
· Enabled secure data sharing between multiple business units using Snowflake's Secure Data Sharing feature, fostering collaboration and enhancing decision-making across departments.
· Integrated Snowflake with AWS S3 for efficient data ingestion, storage, and management, resulting in a 20% reduction in data storage costs.
· Designed, developed, and maintained REST APIs to facilitate seamless data integration between various data sources and ETL pipelines, enabling efficient data ingestion, transformation, and storage processes.
· Designed and implemented scalable data pipelines using AWS services such as AWS Glue, Lambda, and S3 to efficiently process and analyze large volumes of credit card payment transactions, reducing data processing time by 30%.
· Developed and maintained secure data storage and encryption strategies for sensitive credit card payment information using AWS Key Management Service (KMS) and IAM policies, ensuring compliance with PCI DSS standards.
· Used Agile methodologies with hands-on experience on Jira.
· implemented Delta Lake which helped concurrent read/write operations and enabled efficient insert, update, deletes and rollback capabilities.
· Set up CI/CD pipeline for Kubernetes hosted microservices based applications.
· Worked on Continuous Integration (CI) workflow using Virtual Environments like Docker and Kubernetes to build various containers to deploy the micro services-oriented environments for scalable applications. Implemented Twist lock for containers and application security
· Create and develop ETL processes in AWS Glue to import campaign data into AWS Redshift from external sources such as S3, ORC/Parquet/Text Files. Table performance optimization in Redshift. going over the explain plan for Redshift's SQLs.
· Orchestrated the computing, networking and storage infrastructure of the Kubernetes cluster, utilized Kubernetes and Docker for the runtime environment of the CI/CD system to build test and deploy
Environment: Hadoop, HDFS, Spark Scala, Python3, AWS Services - EMR, EC2, S3, SNS, Lambda, Redshift, Databricks, CICD, Jenkins, JUnit, GitHub, Apache Airflow, Kubernetes.

Wells Fargo (EGS) India, Hyderabad, India						          Duration: Aug’18 – Sep’19
Role: Sr Data Engineer
Responsibilities:
· Designed and developed Hadoop-based Big Data analytic solutions and engaged clients in technical discussions.
· Worked on multiple Azure platforms like Azure Data Factory, Azure Data Lake, Azure SQL Database, Azure SQL     Data Warehouse, Azure Analysis Services, HDInsight.
· Worked on the creation and implementation of custom Hadoop applications in the Azure environment.
· Created ADF Pipelines to load data from an on-prem to Azure SQL Server database and Azure Data Lake storage.
· Developed complicated Hive queries to extract data from various sources (Data Lake) and to store it in HDFS.
· Used Azure Data Lake Analytics, HDInsight/Databricks to generate Ad Hoc analysis.
· Developed custom ETL solutions, batch processing, and real-time data ingestion pipeline to move data in and out of Hadoop using PySpark and shell scripting. 
· Data Ingestion to at least one Azure Services - (Azure Data Lake, Azure Storage, Azure SQL, Azure DW) and processing the data in In Azure Databricks. 
· Worked on all aspects of data mining, data collection, data cleaning, model development, data validation, and data visualization.
· Experienced in managing Azure Data Lake Storage (ADLS), Databricks Delta Lake and an understanding of how to integrate with other Azure Services. 
· Worked on building data pipelines using Azure Data Factory, Azure Databricks, loading data to Azure Data Lake.
· Handled bringing in enterprise data from different data sources into HDFS using Sqoop and performing transformations using Hive, Map Reduce, and then loading data into HBase tables. 
· Responsible for estimating the cluster size, monitoring, and troubleshooting of the Hadoop cluster.
· Used Zeppelin, Jupyter notebooks, and Spark-Shell to develop, test, and analyze Spark jobs before Scheduling Customized Spark jobs.
· Worked with Azure BLOB and Data lake storage and loading data into Azure SQL Synapse analytics(DW).
· Performing hive tuning techniques like partitioning, bucketing, and memory optimization.
· Developed Spark applications using PySpark and Spark-SQL for data extraction, transformation, aggregation from various file formats for analyzing & transforming the data to uncover insights into customer usage pattern.
· Analyze, design, and build Modern data solutions using Azure PaaS service to support visualization of data.
· Using Data bricks utilities called widgets to pass parameters on run time from ADF to Data bricks.
· Integrated data storage options with Spark, notably with Azure Data Lake Storage and Blob storage. 
· Hands-on experience on creating Spark cluster in both HDInsight's and Azure Databricks environment.
· Created an Oozie workflow to automate the process of loading data into HDFS and Hive.
· Created tables using NoSQL databases like HBase to load massive volumes of semi-structured data from sources.
· Created, provisioned numerous Databricks clusters needed for batch and continuous streaming data processing and installed the required libraries for the clusters. 
· Worked on creating tabular models on Azure analysis services for meeting business reporting requirements.
· Developed SSIS modules to move data from a variety of sources like MS Excel, Flat files, and CVS files.
· Designed, developed, and deployed Business Intelligence solutions using SSIS, SSRS, and SSAS.
· Implemented a variety of MapReduce tasks in Scala for data cleansing and data analysis in Impala.
· Fetched live stream data using Spark Streaming and Kinesis.
· Imported and exported the data using Sqoop from HDFS to Relational Database systems and vice-versa and loaded into Hive tables, which are partitioned.
Environment:Azure Data Factory, Azure Databricks, Azure Data Lake, Blob Storage, HDFS, MapReduce, Spark, SQL, Hive, HBase, HDInsight, Kafka, Oozie, NiFi, Jenkins, OLAP, OLTP, Scala, SSIS, Agile.
							
Ness Technologies, Hyderabad, IN	                               Duration: Sep’17- Aug’18
Role: Data Engineer
Responsibilities:
· Involved in architecture design, development, and implementation of Hadoop deployment, backup, and recovery systems.
· Developed MapReduce programs in Python using Hadoop to parse the raw data, populate staging tables, and store their fine data in partitioned HIVE tables.
· Enabled speedy reviews and first-mover advantages by using Oozie to automate data loading into the Hadoop Distributed File System and Pig to pre-process the data.
· Converted applications that were on MapReduce to PySpark which performed the business logic.
· Involved in creating Hive tables, loading with data, writing hive queries that will run internally in map reduce way.
· Implemented Spark using Scala and Spark SQL for faster testing and processing of data.
· Imported Teradata datasets onto the HIVE platform using Teradata JDBC connectors.
· Was involved in writing Fast Load and Multi Load scripts to load the tables.
· Worked with different types of Indexes and Collect Statistics in Teradata and improved execution strategy.
· Worked with the SQL assistant and BTEQ to ingest and execute queries, stored procedures, and update the tables.
· Worked in extracting XML type files using XPath and storing it into Hive tables.
· Developed multiple Kafka Producers and Consumers as per the software requirement specifications.
· Involved in designing the tables in Teradata while importing the data.
· Developed the UNIX shell scripts for creating the reports from Hive data.
· Experienced in managing and reviewing the Hadoop log files. 
· Main duties are resolving the incidents, performing code migration from lower environment to production, in case of code related issues. 
· Responsible for code deployment into the production environment. 
· Developed Hive jobs to parse the logs, structure them in tabular format to facilitate effective querying on the log data. 
· Created UDFs in Scala, java for formatting and applying transformations on the information in HL7 versions.
· Developed Scala scripts, UDFs using both Data frames in Spark for Data Aggregation, queries, and writing data back into the OLTP system through Sqoop.
· Analyze production issues to determine root cause and provide fixed recommendations to the Support team. Created, developed, and tracked solutions to application errors reported.
· Note interruptions or bugs in operation and carry out mitigation / problem management.
· Assist with troubleshooting and issue resolution relating to current applications, aiding the development.
· Coordinate with Support teams during application deployments.
· Working on system issues on production clusters like file system issues, connection issues, system slow and monitoring the HDFS file system of all digital analytics.
· Extensively used UNIX for shell Scripting and pulling the Logs from the Server.
· Used Solr/Lucene for indexing and querying the JSON formatted data.
· Worked on different file formats like Sequence files, XML files and Map files using Map Reduce Programs. 
· Worked with the Avro Data Serialization system to work with JSON data formats.
· Using Amazon Redshift for data warehousing and Power BI for interactive dashboards, a strong reporting architecture was put into place.
· Performed sophisticated data analysis and processing on massive datasets using AWS Redshift, allowing for intelligent data-driven decision-making about sales, product analysis, and marketing tactics.
· Used Solr/Lucene for indexing and querying the JSON formatted data.
· Worked on AWS services like EC2 and S3 for small data sets.
· Involved in loading data from the UNIX file system to HDFS.
· Used Oozie Scheduler systems to automate the pipeline workflow and orchestrate the map reduce jobs that extract and Zookeeper for providing coordinating services to the cluster.
Environment: Hadoop Hortonworks2.2, Hive, Pig, HBase, Scala, Sqoop and Flume, Oozie, AWS, S3, EC2, EMR Spring, Redshift, Kafka, SQL Assistant, Python, UNIX, Teradata

Infosys Limited, India                                                                              			            Duration: Sep’15 - Sep’17
Role: Software Engineer
Responsibilities:
· Analyzed the requirements provided by the client and developed a detailed design with the team.
· Worked with the client team to confirm the design and modified based on the changes mentioned.
· Involved in extracting and exporting data from DB2 into AWS for analysis, visualization, and report generation.
· Created HBase tables and columns to store the user event data.
· Used Hive and Impala to query the data in HBase.
· Developed and implemented core REST API services using Scala and Spark.
· Managed querying the data frames using Spark SQL.
· Used Spark data frames to migrate data from AWS to MySQL.
· Built continuous ETL pipeline by using Kafka, Spark streaming and HDFS.
· Performed ETL on data from various file formats (JSON, Parquet and Database).
· Performed complex data transformations using Scala in Spark.
· Converted SQL queries to Spark transformations using Spark RDDs and Scala.
· Worked on importing real time data to Hadoop using Kafka and implemented Oozie job.
· Collected log data from web servers and exported to HDFS.
· Involved in defining job flows, management, and log files reviews.
· Installed Oozie workflow to run Spark, Pig jobs simultaneously.
· Created hive tables to store the data in table format.
Environment: Spark, Scala, HDFS, SQL, Oozie, SQOOP, Zookeeper, MySQL, HBase.

EDUCATION DETAILS:
University of North Texas – MS Business Analytics 							GPA-3.6
Osmania University – B Tech Chemical Engineering							GPA-3.5	
